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We present an industrial shape design optimization prob-
lem in high temperature processes based on a novel ap-
proach to compute adjoint sensitivities accurately and effi-
ciently in amultizone andmultiphysics framework involving
incompressible turbulent flows, radiation, and conjugate heat
transfer between a solid domain and a buoyancy-driven cav-
ity. We verify and validate the accuracy of the shape sensi-
tivities by a finite difference approach and demonstrate the
feasibility of the method by optimizing a benchmark prob-
lem via a steepest descent gradient-based algorithm.
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1 | INTRODUCTION
High temperature processes have a vast field of industrial application, e.g. combustion chambers, furnaces and cooling
in glass industry to name some [1, 2, 3, 4, 5]. The magnitude of the temperature yields a considerable contribution of
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radiation processes by Stefans law, since the radiant flux P in a black body is proportional to the medium temperature
T by the power of 4, i.e. P ∝ T 4. Hence, we have to consider a sophisticated model for the description of Radiative
Heat Transfer, which is given by the Radiative Heat Transfer Equation (RHTE) being an integro-differential equation
which depends on space, time, angle, direction and frequency of the rays. For an introduction to different analytical
and numerical approaches to solve this kinetic equation we refer to [6, 7, 8, 9].

For application purposes, we consider a multizone and multiphysics model, i.e., a coupling between radiation,
turbulent induced air flow and conjugate heat flow between a solid and the medium.

In a second step, we want to maximize the heat flux in the solid. For that we optimize the geometry w.r.t. the
multiphysics model and we are hereby interested in a consistent and efficient application of optimization procedures,
coming from several disciplines such as radiation [10, 11] and aircraft design [12, 13, 14].

This Optimal Design Problem (ODP) is computationally expensive because of the coupled equations as well as
the high-dimensionality of the phase space. We are going to approach this problem by a “discretize first and then
optimize” approach and compute shape sensitivities using SU2, which we use as gradient information for a steepest
descent method. We obtain the derivative efficiently by using algorithmic differentiation for as many design variables
as desired.

We avoid computing the exact Jacobians of the problem, as this requirement is particularly complicated to meet
in multidisciplinary problems. Instead we use an efficient methodology to overcome this issue, and compute accurate
adjoint sensitivities in a more general framework. Previous works by Albring et al. [15, 16], Zhou et al. [17, 18],
Economon [19] or Sanchez et al. [20, 21] have shown the applicability of these techniques for problems in turbulent
fluid mechanics, aeroacoustics and low speed flows. The proposed methodology is implemented in SU2 [22, 23, 24]
and we use a python script for the optimization loop, in which we call the state and adjoint solver as well as calculate
the shape sensitivities w.r.t the design parameters.

This work is organized as follows: First, we introduce the multi-zone and multiphysics model of choice for the
primal (physical) problem in Section 2. Second, we compute the adjoints based on AD for the multizone coupled CFD-
RHT-CHT problem in Section 3. Then, we demonstrate the accuracy of the proposed adjoint method in Section 4,
comparing the obtained gradients with those obtained via finite differences. Next we apply the shape gradient infor-
mation in a benchmark shape design optimization problem in Section 4.2 to underline the feasibility of the approach.
In the last Section 5 we give conclusions and discuss future research topics.

2 | PRIMAL PROBLEM

We consider a multiphysics multizone problem in which the the primal (physical) problem is given on the two subdo-
mains shown in Figure 1. In zone 1 a buoyancy-driven cavity transports heat throughout the domain and interacts with
the solid in zone 2. This is modeled by three coupled subproblems. The Navier-Stokes equations for turbulent flows,
introduced in Section 2.1), is coupled with the P1 approximation of the Radiative Heat Transfer Equation, introduced
in Section 2.2. The heat transfer between the fluid and the solid body is modeled via Conjugate Heat Transfer. The
heat equation is explained in Section 2.3 and the coupling conditions between the three solvers, which are needed
for a segregated implementation, are introduced in Section 2.4



N. Dietrich et al. 3

Inflow

Outflow

Zone 1

Zone 2

F IGURE 1 A possible benchmark geometry with zone 1, where the Navier-Stokes and P1 system governs and
zone 2, which is a solid where the conjugate heat transfer governs

2.1 | Fluid mechanics
As fluid dynamical model, we consider first turbulent flows in an ideal gas situation governed by the Navier-Stokes
equations with energy equation. As a flow solver we use the incompressible one from SU2 [24].

We may write the governing equations in their residual form as:
F (w) = ∂w

∂t
+ + · Fc (w) − + · Fv (w) −Q(w) = 0, (1)

where w = (ρ, ρv, ρcpT ) is the vector of conservative variables, ρ the flow density, v the flow velocity, cp the specific
heat at constant pressure, andT the flow temperature. Fc (w) and Fv (w) are, respectively, the convective and viscous
fluxes, which can be written as

Fc (w) = ©­­­«
ρv

ρv ⊗ v + pI
ρcpT v

ª®®®¬ , Fv (w) = ©­­­«
·
τ

κ+T

ª®®®¬ , (2)

and Q is a source term, which for a body force f can be written as

Q(w) = ©­­­«
·
ρf
·

ª®®®¬ . (3)

As is usually done, we rewrite Equation 1 in terms of the primitive variables q = (p, v,T ) and precondition the time
term to get

F (q) = Γ(β ) ∂q
∂t

+ + · Fc (q) − + · Fv (q) −Q(q) = 0, (4)
where Γ (β ) is a preconditioning matrix and β is a preconditioning factor. The steady version of this Equation is solved
in SU2 using an implicit Euler scheme. Details can be found in the respective configurations, see Section 4.
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2.2 | Radiative Transfer Equation
The unsteady, frequency dependent Radiative Transfer Equation in participating media is given by the following
integro-differential equation

1

c

∂I (u, t ,Ω)
∂t

+ Ω · +I (u, t ,Ω) = κ [Ib (u, t ) − I (u, t ,Ω) ]
+ σs

[∫
s
g (Ω · Ω′)I (u, t ,Ω′)dΩ′ − I (u, t ,Ω)

]
,

(5)

where u is the space coordinate, t > 0 the time and Ω the solid angles covered by the rays. Further, I (u, t ,Ω,ν) is the
radiation intensity at (u, t ) pointing in direction Ω with frequency ν, Ib (u, t ,ν) is the blackbody radiation intensity, κ
is the absorption- and σs is the scattering coefficient. The direct integration of Equation (5) can be done by a finite
volumemethod or the so-called discrete ordinatesmethod (DOM) [25, 26, 27, 28, 29], but these numerical approaches
are computationally expensive. Instead, we are simplifying the problem by considering media of gray matter, i.e., we
do not need to take into account frequency dependencies andwe consider the steady case, sincewe are not interested
in the warming up process. In this work we use a moment closure approach, see e.g. [9] for a short review, which is in
terms of accuracy and computational cost a suitable choice, since we decrease the dimensionality and complexity of
the problem. The moments are defined by integration w.r.t. the angular variable Ω ∈ Sd−1 on the d − 1- dimensional
unit sphere, denoted by 〈·〉, i.e.,

E =

∫
Sd−1

IdΩ = 〈I 〉,

F = ∫
Sd−1

ΩIdΩ = 〈ΩI 〉,

P = ∫
Sd−1
(Ω ⊗ Ω)IdΩ = 〈(Ω ⊗ Ω)I 〉,

(6)

where d is dimension of the space variable. The 0-th moment E is the radiative energy, F the radiative flux and P the
pressure tensor. The angular-averaged RTE yields a system of equations which is not closed, since there are too many
unknowns, i.e. E , Fx , Fy , Fz and the 6 components of the (symmetric) 3x3 tensor P. There are different approaches for
closures. The Pn closure, leading to the spherical harmonics which can be extended to partial moment approximations
[30, 8], or the entropy closure leading to the Mn equations [31, 32].

In our model of choice, we use the the P1 model as it is the classical and most straight-forward closure, see e.g.
[8, 9]. It is given by

P = 1

3
E Id, (7)

where Id is the identity tensor. Using the P1 closure (7) yields

+ ·
(
−1

3(κ + σs )
+E

)
= κ ( 〈Ib 〉 − E ), (8)

where the radiative flux is
Fr (E ) =

(
−1

3(κ + σs )
+E

)
. (9)
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Suitable boundary conditions for moment approximations of the RHTE are a discussed at length in the literature, e.g.
[6, 33]. In the following we use boundary conditions for the radiative flux, i.e.,

FrΓ (E ) = Θ(4σTw − E ), (10)
with the wall parameter

Θ =
εw

2(2 − εw )
, (11)

the wall temperatureTw and the wall emissivity εw . This flux boundary condition is motivated from the work of Sazhin
et al [34].

2.3 | Heat conduction in solids
We employ Conjugate Heat Transfer in a coupled multiphysics, multizone and AD setting as done in [35, 36]. The
governing equation in the solid is given by the heat conduction equation with a disconnected boundary consisting of
solid walls S ,

R (U ) = ∂U

∂t
− + · F̄ v (U ,+U ) − Q = 0,

T = Ts or κs+T · n = qs , on the boundary,
with the conservative variable U = ρscpsT , whereas ρs is the solid density, cps is the specific heat of the solid and T
is the material temperature. As boundary condition we either impose a Dirichlet condition for the temperature or a
Neumann condition for the heat flux with κs being the thermal conductivity. The flux takes the following form:

F̄ v (U ,+U ) = κs+T .

Aswe are not able to estimate a suitable temperature distribution (or a heat flux distribution) at the shared interface of
the two zones in advance, the physically correct values are to be found during the simulation, i.e., by coupling energy
quantities in both zones which is one of the subjects of the next section.

2.4 | Coupling Conditions
We consider a flow-radiation coupling in zone 1 and the corresponding conjugate heat transfer coupling between
zone 1 and zone 2 for the matching material temperature at the shared interface.

1. Zone 1: (Flow - Radiation coupling):
The coupling of the flow equation F (q) in (4) with the residual RTE R (E ) in (12), is approached by segregated fixed
point argument, i.e., the governing equations are treated independently and the relevant quantities are exchanged
before the start of each inner solver iteration.
The blackbody intensity in a thermal equilibrium in an absorbing and emitting gray medium is given by Stefan’s
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law

〈Ib (T ) 〉 = 4σT 4, (12)
where σ is the Stefan-Boltzmann constant and T is the flow temperature. Hence, we obtain a one-directional
coupling from the flow equations into the radiation equations. The coupling from the radiation equations to the
flow equations is done using the radiative source term [37]

Qr (E ) = ©­­­«
·
·

−+ · Fr (E )
ª®®®¬ , (13)

and incorporated to the flow equation
F (q, E ) = Γ(β ) ∂q

∂t
+ + · Fc (q) − + · Fv (q) −Q(q) −Qr (E ) = 0. (14)

2. Zone 1 - Zone 2 (Conjugate Heat Transfer coupling):
The coupling routine finds a temperature distribution that makes the heat fluxes match on both sides of the
interface, i.e., between the zones. The classical approach is to impose the boundary temperature from the solid
zoneTs on the adjacent fluid domain directly and relax the resulting heat fluxes until they coincide by setting the
heat fluxes from the fluid zone qf as a (weak) Neumann boundary condition within the solid domain. We consider
the combination of conservative variables U = (U1,U2) , where the subscript index represents the corresponding
zone and consider

R1 (U1) = 0

T = Ts (U2) at the boundary
in case R1 governs the fluid zone and

R2 (U2) = 0

ks+T = qf (U1) at the boundary
in case R2 governs the solid zone.

3 | ADJOINT PROBLEM
The classical approach to compute sensitivities efficiently in optimal control problems is to use adjoint or Lagrange
based methods, see e.g. [38] as a classical reference. They have been successfully applied in optimal design problems,
such as in phosphate production [3, 4], electric motors [39], fiber optimization [40] and microchannel cooling systems
[41].

In Section 3.1 we give a general description of how the shape sensitivities can be derived in the finite dimensional
setting. However, even in the discrete setting the application of this method in coupled problems is very complex due
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to the requirement of availability of the full, exact problem Jacobian.

An alternative to overcome this problem, that is available in the SU2 context, is to use Algorithmic Differentiation
techniques [42, 43] in combination with a fixed point formulation of the problem [15, 16, 20]. This approach is
abbreviated as ADDA (AD-based Discrete Adjoint) following the nomenclature in Ref. [20]. The ADDA method for
CFD-RHT-CHTproblems is presented in Section 3.2 and is themethodology followed in this paper for the computation
of gradients.

3.1 | Finite dimensional adjoint approach
We collect the system of governing equations in g = g (x) with x as state variable, whose solutions solve g (x) = 0.
For a given parameter α we done the solution by x(α) . Further, let J be a parametrized shape functional.

J = J (x (α),α) , (15)
where the design variables are given in the vector α. The optimal design problem is then summarized via

min
α

J (x(α),α)
s.t. g (x(α),α) = 0. (16)

The Lagrangian is defined as
L = J (x,α) + x̃T g (x,α), (17)

where the adjoint variable is denoted by x̃. To get the adjoint equation we differentiate w.r.t to the state variable and
calculate

∂L

∂x =
∂J

∂x + x̃T ∂g
∂x = 0, (18)

compare e.g. [38]. Using the chain rule for the differentiation of the cost functional with respect to the design param-
eters yields

dJ
dα =

∂J

∂α
+
∂J

∂x dx
dα , (19)

and since the derivative vanishes at the optimum additionally
dg
dα =

∂g

∂α
+
∂g

∂x dx
dα = 0. (20)

Combining (18), (19) and (20), we get the known formula
dJ
dα =

∂J

∂α
+ x̃T ∂g

∂α
. (21)
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To calculate the derivatives we have to solve for x̃ by solving the linear system

∂g

∂x
T x̃ = − ∂J

∂x
T

. (22)

The system matrix ∂g
∂x
T is the transposed Jacobian of the governing equations.

Hence, by following this approach we need to compute the Jacobian precisely in order to get accurate gradient
information, as any simplification in the problem matrix yields an incorrect solution x̃.

3.2 | Fixed-point adjoint based on Algorithmic Differentiation
We rewrite the governing equations in (16) in the form of a fixed-point iterator, x = g(x) , which is only feasible at the
problem solution,

x∗ = g(x∗) ⇐⇒ g (x∗) = 0. (23)
Note, that we are using g instead of g for the remaining section. The optimization problem results

min
α

J (x(α),α)
s.t. g(x(α),α) − x(α) = 0, (24)

which leads to the problem Lagrangian
L = J (x,α) + x̄T [g(x,α) − x] . (25)

Note that we have changed the adjoint variable x̃ from (17) into x̄, as the current formulation of the problem differs
from that in Section 3.1. The adjoint equation that results from (25) is

∂L

∂x =
∂J

∂x + x̄T ∂g
∂x − x̄T = 0 (26)

and, consequently, we can compute the adjoint variables using a fixed-point equation

x̄n+1 = ∂J

∂x
T

+
∂g
∂x

T x̄n , (27)

where the matrix-vector product ∂g∂xT x̄ will be done using AD.
The operator g is defined in the computational code as the sequence of operations that are done iteratively to

update the state vector,
xn+1 = g(xn ), (28)

for which, at convergence,
xn+1 ≈ xn . (29)
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In order to solve the adjoint equation (27), the fixed-point operator evaluated at a converged state, xn+1 = g(xn ) , is
recorded by the AD tool CoDiPack. Once the recording is in place, the adjoint vector x̄ is initialized to an initial guess,
normally x̄0 = 0, and the adjoint of the objective functional J is set to J̄ = dJ/dJ = 1.0. The evaluation of (27) leads to
a new solution of the adjoint vector, x̄1. The iterative process is run until convergence of the adjoint variables x̄n , and
the crossed dependencies are implicitly being considered by recording the transfer of data processes.

It can be shown that the adjoint problem inherits the convergence properties of the primal fixed-point problem
[15, 16], i.e., the fixed-point operator x = G(x) converges if, according to the Banach fixed-point theorem and in a
suitable matrix norm, 



 ∂G∂x 



 < 1. (30)

Provided thatG is contractive, so is the recorded adjoint trace. Once the values of the adjoint variables have converged,
the gradient of the objective function is directly

dJ
dα

T

=
∂J

∂α

T

+
∂G
∂α

T x̄, (31)

where the matrix-vector product ∂G
∂α

T x̄ can also be computed using AD and an adequate definition of the input
variables α.

In order to apply this AD-based strategy to a CFD-RHT-CHT problem, attention has to be paid to the presence
of two segregated primal fixed point iterators, GCFD-RHT and GS, instead of a single G.
Defining x := (xF, xS) as the combined vector of fluid state variables (xF := (q, E )) and the solid state variable (xS,
temperature in our configuration), and G := (GCFD-RHT,GS) as the combined vector of both iterator outputs, the
adjoint fixed-point iteration equation (27) turns into

©­­­­­«
x̄n+1F

x̄n+1S

ª®®®®®¬
=

©­­­­­«
∂J
∂xF
∂J
∂xS

ª®®®®®¬
+

©­­­­­«
∂GCFD-RHT

∂xF
∂GCFD-RHT

∂xS
∂GS
∂xF

∂GS
∂xS

ª®®®®®¬

T ©­­­­­«
x̄nF
x̄nS

ª®®®®®¬
, (32)

which can be solved by using the discrete adjoint functionality for multiphysics in SU2 [36].
Note that SU2 generates and evaluates each block in (32) in a black-boxmannerwhich implies that cross dependencies
between coupled solvers within one iterator (e.g. the flow and radiation solver) will be automatically resolved in
each adjoint evaluation process. Adjoint contributions resulting cross dependencies between iterators (colored blue)
are, however, extracted and stored in separated data structures. For our application, they have a intuitive physical
interpretation:
• ∂GCFD-RHT/∂xS constitutes the CFD-RHT solver’s dependence on the temperature of the solid, this is due to the

temperature at the interface which determines the heat flux;
• ∂GS/∂xF represents the heat solver’s dependence on the heat fluxes at the interface, which are determined by

the CFD-RHT solver.
Their explicit handling also allows for better control of repeated inner (i.e. zone-wise) and outer updates that involve
the update of cross derivatives. For further details, especially how this can be done in an efficient way, we refer to [36].
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Zone 1 Zone 2

F IGURE 2 FFD Boxes (red) that allow the deformation of the upper and lower part of the flow domain.

Having obtained the fixed-point solution (x̄∗F, x̄∗S) to (32), sensitivities of the objective function J with respect to
design parameters α (that might be defined for the fluid and the solid zone, e.g. think of α as mesh coordinates) can
be as normal derived by

dJ
dα

T

=
∂L

∂α

T

=
∂J

∂α

T

+
∂G
∂α

T
( x̄∗Fx̄∗S

)
(33)

where ∂G
∂α is the vector with derivatives of both fixed-point iterators with respect to α .

4 | NUMERICAL RESULTS

The code being used throughout this section can be accessed on GitHub: https://github.com/NicoDietrich/
Tutorials/blob/feature_radiation_multizone/README.md. It is testedwith SU2 v7.0.6. We partition the domain
into two sub-domains, as can be seen in Figure 1. As a benchmark problem we solve the turbulent buoyancy-driven
cavity coupled with a conjugate heat transfer interaction towards the solid. The numerical setting and the configura-
tion files to solve the primal and adjoint equations are explained in depth in a SU2 Tutorial, https://su2code.github.
io/tutorials/Turbulent_RHT_CHT/.

We discretize the flow domain with 4800 elements and the solid domain with 960 elements, both in a structured
mesh. To allow the deformation of the upper and lower part of the domain we define the respective FFD boxes
to almost touch the boundary of the flow domain which results in a total of 28 design variables parameterizing the
domain, i.e. 14 for the upper boundary FFDbox and 14 for the lower boundary FFD box. To ensure a smooth transition
of the boundary from zone 1 to zone 2 we prescribe a second order condition and hence fix 2 · 2 degrees of freedom.
This results in 24 design parameters. In Section 4.1 we verify the computed sensitivities by comparing it to a central
difference approximation of the shape sensitivity. In Section 4.2 a gradient descent algorithm is applied to test the
performance of the calculated sensitivities.
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4.1 | Adjoint sensitivities verification
In order to ensure the correctness of our proposed methodology, we verify +Jadj = dJdαT using a central different
approximation. For that we perturb the i -th design parameter into the the scaled unit direction e i , calculate the
central difference quotient

+J ih =
J (x(α0 + he i ),α0 + he i ) − J (x(α0 − he i ),α0 − he i )

2h
, (34)

and compare it to +J i
adj

in the euclidean distance for the different scales h ∈ {10−3, 10−4, 10−5, 10−6, 10−7 }. The
normalized results for α0 = 0 are shown in Figure 3. We see a significant increase in accuracy from h = 0.001 to
h = 0.0001 and an artifact of numerical errors for h = 10−7. For the choices of h in between the approximation indicates
sufficient accuracy of the adjoint sensitivities. To check the accuracy of the sensitivities during an optimization loop
a second verification is done on an already displaced initial domain, given by

α1 = [0.0, 0.05, 0.1, 0.14, 0.16, 0.17, 0.175, 0.17, 0.16, 0.14, 0.1, 0.05,

0.0,−0.05,−0.1,−0.14,−0.16,−0.17,−0.175,−0.17,−0.16,−0.14,−0.1,−0.05] .

Computing the central difference on this domain results in a lower accuracy compared to no initial displacement but
the results verify the adjoint gradient to a sufficient degree, see Figure 3.

4.2 | Shape Optimization
The verification in Section 4.1 that +Jadj = dJdαT is a sufficiently good approximation of the gradient of the reduced
cost functional, enables us to use this gradient information in a steepest descent method. As a stepsize displacement
control method we use an Armijo type rule. In the first iteration we set the initial design vector α0 = 0 and use the
gradient +Jadj (α0) and the directional derivative into gradient direction +Jadj (α)T +Jadj (α) = ‖+Jadj (α) ‖ to check
if

Ĵ (α0) − Ĵ (α0 + γ+Jadj ) < σγ ‖+Jadj (α) ‖ = t ol , (35)
where Ĵ (α) = J (x(α),α) and the gradient direction is scaled with γ = γ0γ̂ · 1

‖s ‖l 2
, i.e, we normalize the gradient and

scale the chosen initial stepsize γ0 and σ = 10−4 is the typical choice given in the literature. We check Condition 35 for
γ̂ ∈ {1, 12 ,

1
4 , . . .} until we find γ̂∗ which satisfies the condition and update α1 = α0 + γ+Jadj . However, since solving

the state and adjoint equations proved to be challenging, especially on perturbed domains, we deviate from the usual
implementation by not accepting γ̂∗ right away. Instead we only continue if state and adjoint solvers converge on
this perturbed domain and look for another γ̂ and therefore α1 otherwise. Doing the procedure on domains which
were already displaced, e.g., 0 < i → i + 1 one has to pay attention to the following detail: because the adjoint
based sensitivities si+1 provided by SU2 are always relative to the initial domain we have to substract the previous
deformation to get the actual gradient, i.e., +Jadj1 (α) = si+1 − αi . Using the actual gradient one can proceed as
described before.

Using this method we observe a main feature: Defining the FFD box in a way such that it does not include the
upper left mesh point is critical, as doing so results in a broken mesh because the optimizer expands the left boundary
without distributing the perturbation onto the boundary mesh. The resulting elements are hence too large and thus
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h
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‖
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(a) Computation done on the initial domain.
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i
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adj

− ∇Ji
h
‖/‖∇Ji

adj
‖

h = 0.001
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h = 10−5

h = 10−6

h = 10−7

(b) Computation done on the perturbed domain.
F IGURE 3 Relative Euclidean distance between finite difference approximation of the shape sensitivities (+Jh )and the sensitivities obtained by the proposed methodology (+i

adj
), for different stepsizes h, the degrees of freedom

are numbered with i . For i = 1, 2, 3, 12, 13, 14 the gradient is zero which is exactly replicated by the adjoint based
gradient.

decrease drastically the mesh quality on which the approximation on the primal and adjoint problem are unreliable.
An example of such a deformation is displayed in Figure 5.

Figure 6 and Figure 7 show the initial and optimized shapes in both test cases with corresponding state solutions.
The increase of about 4% in the objective functional in the first test case, can be seen in Figure 5a. Starting from
different initial shapes, the proposed optimization yields similar optimized shapes, i.e., a similar stationary point, see
the comparison in Figure 8.

5 | CONCLUSION
We presented a benchmark problem to an applied industrial shape design optimization problem which we treated
with a novel approach to compute adjoint sensitivities in a multiphysics framework. We justified this methodology by
a finite difference approach and demonstrated its feasibility by optimizing two different test cases. These promising
results motivate further research in multidisciplinary andmultizone shape optimization problems based on discrete ad-
joint methods in SU2 and potentially more application to real world high temperature processes apart from phosphate
production.
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F IGURE 4 For both initial domains the functional value increases significantly. Here, Ω00 denotes theunperturbed and Ω10 the perturbed initial domain.

(a) Initial mesh (b) “Final mesh”
F IGURE 5 Mesh deformation with FFD box including the upper left mesh point
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